Extraction of visual descriptors in underwater images
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Abstract: Visual points of interest have various application in different fields of engineering and applied sciences. In example they are used to estimate position and orientation of the scanning device, whether it is a camera, LIDAR or sonar, which is crucial in environment, lacking inertial navigation system. Also are heavily used in Simultaneous Localization And Mapping (SLAM), as well in scene reconstruction and other applications in robotics. The current paper explore the performance of different image descriptors in underwater environment. The lack of navigation system in such environment requires use of said descriptors to estimate the position and orientation of the camera in respect to not moving object.
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1. Introduction

Ocean is becoming more and more lucrative for industrial and scientific endeavors. With increase of the infrastructure build off shore and more renewable energy and agricultural resource being obtained from the ocean, a new set of problems start to emerge. Solving these problems require development and construction of specific underwater equipment. Sometimes such equipment is based physical principles, which are well known like the hydro acoustic. Unfortunately such equipment comes with high cost, because of the niche market and respectively small volume of devices made. One of the possible solutions is to adapt well-known technologies, which were mass produced for the needs of ”on shore” industries to work in the harsh and specific maritime environment [1]. As result we can see increased usage of optical devices – lasers, cameras, LIDARs, etc. Often these devices work in conjunction with traditional acoustic devices. Unfortunately operating in different environment require additional research and adaptation. However there is silver lining – many of the algorithms, technologies, and principles in general have already been well studied[2, 3]. The paper focus on the comparison of different algorithms for feature extraction in underwater images. Such visual features are called image descriptors and represent specific distribution of intensity around a point of interest, usually which usually represent a corner in the image.

2. Basic principles of image descriptors

2.1 Harris

A corner is a point surrounded by two dominant edges, pointing in different direction. It usually is represented as rapid change of intensity in the neighboring pixels, as shown on fig. 1 directions. In other words, a corner can be interpreted as the junction of two edges, where an edge is a sudden change in image brightness. Finding a corner point is done by creating small window around every pixel and moving that window in different directions until we find position in which small shift of the window in any direction will result in big change of the squared sum of the intensity of all pixels, under that window[4, 5].

\[ E(u, v) = \sum x, y w(x, y)[I(x + u, y + v) - I(x, y)]^2 \]  (1)

in equation (1) \( E(u, v) \) represents the change of intensity \( I \), by shifting the window \( u \) and \( v \) pixels horizontally and vertically. We have to maximize this function \( E(u, v) \) for corner detection. That means, we have to maximize the second term.

\[ E(u, i) \approx \text{[w]} \sum \frac{I_x^2}{I_y} \frac{I_y^2}{I_x} \left[ \begin{array}{c} u \\ v \end{array} \right] \left[ \begin{array}{c} u \\ v \end{array} \right] \]  (2)

The directions for the largest and smallest intensity increases are found by solving the eigenvectors of \( M \), as shown in equation (3), where \( \lambda_1 \) and \( \lambda_2 \) are the Eigen values of \( M \), and \( R \) is a score

\[ R = \det M - k (\text{trace} M)^2 \]

\[ \det M = \lambda_1 \lambda_2 \]

\[ \text{trace} M = \lambda_1 + \lambda_2 \]  (3)

Based on equation (3) we decide whether the pixel belong to image corner, flat region or edge based on the \( R \):[6]

- \( |R| \to 0 \) means \( \lambda_1 \to 0 \) and \( \lambda_2 \to 0 \) and the pixel lie on a flat region
- \( R \leq 0 \) means \( \lambda_1 \gg \lambda_2 \) or \( \lambda_2 \gg \lambda_1 \) and pixel lie on an edge
- \( R > 0 \) means \( \lambda_1 \gg 0 \) and \( \lambda_2 \gg 0 \) and pixel lie on a corner

2.2. BRISK

Brisk feature detector finds descriptors which are scale and rotation invariant to a degree. The edges are detected by using FAST edge detector algorithm where we shift a window around every pixel. In every shift we check the values of the pixels that lie on a circle distanced from the center, as shown on figure 1. If more than half the consecutive pixels on that circle have higher/lower value than the central pixel, then the pixel is considered a corner.

Figure 1. Example of FAST corner detection. Squares represent pixels in the image, respectively the gray numbers inside are the pixel values. Red square is the central pixel, and the purple numbers are the indices of a pixels. The green squares show the pixels where criteria of pixel value in consecutive pixels to be higher/lower than the central pixel. The values in empty squares are not taken into account in the shown iteration.

In order to achieve invariance to scale which is crucial for high-quality key points, we are searching for key points not only in the image plane, but also in scale-space using the FAST score as a measure for saliency. For this purpose the image is sampled up in multiple steps, where at each step an interpolation is applied, as shown on figure 2[7].
Achieving rotation invariance is done using a pattern for sampling the neighbor pixels around the key-point. The pattern is illustrated in figure 3.

Let’s for a key point $k$, consider $N, (N - 1)/2$ sampling points $(p_i, p_j)$ with smoothed intensity values in the image at these points $I(p_i, \sigma_i)$ and $I(p_j, \sigma_j)$. Then local gradients can be written as [8]:

$$g(p_i, p_j) = (p_j - p_i) \cdot \frac{I(p_j, \sigma_j) - I(p_i, \sigma_i)}{\|p_j - p_i\|^2}$$ (4)

There will be $S$ short pairs and $L$ long pairs. Iterating over every short pair we can estimate the overall pattern direction of the gradient to be:

$$g = \left(\frac{g_x}{g_y}\right) = \sum_{i} g(p_i, p_j)$$ (5)

the orientation around each key point is calculated by the formula

$$\alpha = \arctan(g_y, g_x)$$ (6)

The bit vector descriptor $d_k$ is constructed based on the short distance intensity between points $(p_i^\alpha, \sigma_i)$ in a way the each bit takes value:

$$b = \begin{cases} 1, & I(p_j^\alpha, \sigma_j) > I(p_i^\alpha, \sigma_i) \\ 0, & I(p_j^\alpha, \sigma_j) \leq I(p_i^\alpha, \sigma_i) \end{cases}$$ (7)

Finally the descriptor points are associated by searching minimal Hamming distance.

2.3. ORB

ORB image descriptor is very similar to BRISK as it uses FAST algorithm to find key points, but instead of up sampling and interpolating the key features it down sample the original image to three layer pyramid, and at each layer, a Gaussian filter is applied [9].

The down sampling is done in order to increase the scale invariance and centroid method is used to increase rotation invariance. For every feature point the given point is considered as an origin, of the centroid and a circular area is constructed around said origin. Then weighted average is calculated for the area defined by the circle and the given point is considered center of mass of the centroid. Usually the origin and the center of mass do not match and are shifted from one another and the centroid position C is calculated in the neighborhood S. Based on that shift the angle between the origin O and the center of mass C is calculated by formula 6. This way to every key point is added direction. Based on that direction for every two pairs of point a correction is added. The selected pairs are further reduced, by keeping only the pairs with the lowest correlation, as shown in figure 5 [10].

Further the descriptor matching is done as in BRISK.

3. Experimental results

The article compare the performance of the depicted visual descriptors on underwater images. For the purpose a set of underwater photos are chosen from free data set U45. Each photo is paired with the same one, but rotated on 15 degrees counterclockwise. The purpose is to test rotation invariance of the said descriptors. Future work will include translation and scale in addition to the rotation.
Figure. 6a – Descriptor matching of plane foliage using Harris detector

Figure. 6b – Descriptor matching of plane foliage using BRISK detector

Figure. 6c – Descriptor matching of plane foliage using ORB detector

Figure. 7a – Descriptor matching of diver using Harris detector

Figure. 7b – Descriptor matching of diver using BRISK detector

Figure. 7c – Descriptor matching of diver using ORB detector

Figure. 8a – Descriptor matching of ship deck using Harris detector

Figure. 8b – Descriptor matching of ship deck using BRISK detector

Figure. 8c – Descriptor matching of ship deck using ORB detector

Figure. 9a – Descriptor matching of underwater sea bed using Harris

Figure. 9b – Descriptor matching of underwater sea bed using BRISK detector

Figure. 9c – Descriptor matching of underwater sea bed using ORB detector
4. Conclusion

From key points association on figures 6 to 9 it becomes evident that ORB image detector is perform best on underwater images, by large margin. Future work will include addition to other descriptors as well as comparison in respect to errors and time. The pictures were hand-picked to test situation where the object that has been viewed lacks texture like the plane from figure 7 as well as where pictures are subjected to “haze”, like in pictures 8 and 9, which result in blurry image and again lack of texture. However ORB showed satisfying result in all scenarios.

5 References %ORB%

2. Demirhan M , Premachandra C . Development of an Automated Camera-Based Drone Landing