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Abstract: This research is focus on advanced modelling and design of complex interconnected processes. These processes are characterised by multiple inputs, outputs and state parameters as well as non-linearity, non-stationarity and uncertainty due to environmental disturbances. There are presented two models for deep learning and knowledge extraction using methods of multivalued logical and probable functions and networks model. These models can be applied for complex processes in the area of environment, transportation and complex systems working under uncertainty.
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1. Introduction

Finding a relation between inputs and outputs of complex processes and building an adequate process model is usually the main control objective for these processes. However, the presence of uncertainty as a result of multiple factors, environmental behavior and immeasurable inputs makes the modelling of such processes quite difficult. This is the reason why existing data mining methods have to be supplemented by methods of random functions theory and multi-valued logic. The main advantage of using knowledge based systems for complex interconnected processes is their ability to remove or at least reduce the uncertainty by means of evolvable knowledge extraction based on experimental data in real time.

2. Model of Complex Processes

The complex processes are characterized with two kind of complexity quantitative and qualitative complexity. Quantitative complexity includes large number of inputs, large number of state parameters, large number of outputs. Qualitative complexity includes non-linearity, non-stationary and uncertainty, environmental disturbances and immeasurable of some inputs.

An example for a LPF of one output $y_1$ of the process is presented in Table 1.

$$<L_{y_1}, p[L_{y_1}]>=F[L_{x_1}, L_{x_2}, L_{x_3}]$$

where $L_{y_1}$ is the logical output, $L_{x_1}$, $L_{x_2}$, $L_{x_3}$ are the logical inputs and $p[L_{y_1}]$ is the probability of occurrence. A five degree multi-valued logical system $k=5; A_k^a = \{a_1, a_2, a_3, a_4, a_5\}$ is used where the degree of the logical system $k$ is 5. Each grouping sequence set $GLN_k$ from the multi-valued LPF (MLPF) is a production rule of the knowledge base for the process where $r=1$.[2].

In this case, MLPF is a knowledge base, whose knowledge is a system of production rules ordered by the columns.

Each column from Table 1 is a production rule or a knowledge base. For example, from column $j=2$, for grouping sequence set $GLN_2$ with probability of occurrence $p[GLS]$ , the associated rule is:

$$<L_{y_1}, p[L_{y_1}]>=F[L_{x_1}, L_{x_2}, L_{x_3}]$$

$$\sum_{i=1}^{5} P_{ij} = 1$$

for $j=2$.

3. Novel modelling of complex processes using Logical Probability Functions (LPF) for evolvable knowledge extraction.

The strength of the proposed approach lies in a new combination of methods from several different fields such as set theory, probability theory and multi-valued logic. The combination of these methods leads to a novel hybrid approach for knowledge extraction in complex processes - the LPF approach – that handles successfully the simultaneous presence of non-linearity and non-stationarity [1].

4. Models with evolvable knowledge bases

Using new data sets in real time generates packages of numerical values for inputs and outputs that are updated values of LPFs (B. Vatchova, Derivation and Assessment of Reliability of Knowledge for Multifactor Industrial Processes, PhD Thesis, Bulgarian Academy of Sciences, 2009) [1].
This evolvable knowledge base is a model that is a combination of production rules with the structure ‘If logical values of measurable inputs, Then logical values of outputs supplemented by probabilities of occurrence’, as shown in Figure 1.

In Figure 1, UGPLq is a unified grouped package, q is the number of UGPLs, GPLp is a grouped package, p is number of GPLs, PLr is an individual package, r is the number of PLs, KB is a knowledge base and L is used, MLPF is a multi-valued LPF and L means ‘logical’ as a last letter in any acronyms. In this case, the knowledge base evolution is applied periodically by replacing old data with new data [2].

Fig.2. Structure and time relations in models with evolvable knowledge base

5. Models with network structure

The inputs to the models with network structure are logical values of the inputs Lxij(T), which form the first layer of the network [3]. The set of dominant data sequence sets GLNr is the intermediate layer of the network. The set of the outputs Lyeq defines the output layer of the network. The connections between the elements of these layers correspond to the relations between the elements of the presented sets and the frequency of occurrence (see Figure 2). [3].

Fig.3. Models with network structure

The following relations are introduced here: R*GLNr is the relation between sets of the inputs Lxij(T) and dominant grouping sequence sets GLNr; R*GLNrLy is the relation between the frequency of occurrence of elements of the sets; RG LNRLy is the relation between the logical values of the elements of intermediate layer and output layer; R*GLNrLy is the relation between the frequency of occurrence of the elements between the intermediate and the output layer.

Using the deep model with network structure, logical values and probability of occurrences of the outputs are calculated for each combination of logical values of measurable inputs [3].

\[
Ly = R_{GLNrLy} \times R_{LxGLNr} \times Lx
\]  \hspace{1cm} (2)

\[
p(Ly) = R^{*}_{GLNrLy} \times R^{*}_{LxGLNr} \times p(Lx)
\]  \hspace{1cm} (3)

The LPF network models are similar to neural network models. The difference between these two network models is that the proposed approach with embedded LPF doesn’t have to be trained like neural networks and the elements are with computational and logical operations.

The research is multidisciplinary as it considers a wide range of real interconnected complex processes in the areas of transportation and the environment. These processes often operate under uncertainty due to environmental disturbances, vague or incomplete data.

The interdisciplinary aspect of the research is also obvious because of the application of several scientific areas such as computing, engineering and mathematics. The method for knowledge derivation will use concepts from set theory, multi-valued logic, probability theory and statistical method.

Conclusions

The model with network structure is better for non-stationary processes than the model with updatable knowledge base because of its capability to interpolate new data.

The proposed methodology could be used for a wide range of real interconnected complex processes in the areas of transportation and the environment. [4],[5]. These processes often operate under uncertainty due to environmental disturbances, vague or incomplete data.
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